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Abstract: "Approximate computing" is a design technique that sacrifices computational correctness 

in order to obtain high performance and low power consumption. Approximate Booth multiplier 

structures are the focus of this investigation in this thesis. The approximate multiplier for errors 

resulting from the approximate radix-4 Booth encoding, the approximate regular partial product 

array, and the approximate 4-2 compressor is estimated using a probabilistic error model. The 

NMEDs of 8-bit and 16-bit approximation designs can be determined using the proposed 

methodology. Simulated findings show that the error model and its related framework are accurate, 

proving the validity of the analytical frameworks used.  

Index Terms: Booth Encoding, Modified Booth Encoder, Approximate, Dadda, Multiplier, Verilog, 

Speed. 

 

1. INTRODUCTION 

Embedded systems require high-performance and low-power multipliers in addition to the more 

typical use of multipliers in microprocessor arithmetic units, multimedia, and digital signal 

processors. However, in many applications related to human perception, such as multimedia signal 

processing and machine learning, the requirements for high precision and exactness are less strict. It 

is increasingly difficult to improve multiplier performance and power consumption when full 

accuracy is required; If the need for a high degree of accuracy is lowered in order to improve speed 

and power consumption, it will result in a significant reduction in the amount of time and energy 

needed to process information. This concept is described by the term "accurate calculation."[1] 

The core operations of an arithmetic processor, such as addition and multiplication, are crucial for 

good performance. Addition has been intensively explored to reduce power consumption and time 

in approximation computing[2]. Error distance, mean error distance, and normalised error distance 

are only a few of the new metrics created for approximation adder design research. 

Even though approximation multiplication is critical to many mathematical systems, it has gotten 

little attention. However, the accumulation of incomplete product rows is required for 
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multiplication. High-performance multipliers use modified Booth encoding to reduce the amount of 

incomplete product rows (MBE)[3][4]. 

The truncation and non-truncation approximation multiplier design methodologies are now widely 

accessible in the marketplace.. Truncated partial product lines might cause substantial inaccuracies. 

Simple approximations such as truncation-based designs omit the lower half of partial products or 

estimate the least significant partial products using a constant, however this might cause 

considerable errors due to shorter partial product rows. Some error compensation procedures have 

been devised to increase the accuracy of truncated multipliers; an inexact array multiplier was 

proposed by ignoring some of the least significant columns and treating them as constants. Both 

rounding and reduction mistakes are taken into account when generating the correction constant for 

multiplier truncation[5]. 

Truncated multipliers with variable correction have been proposed to address the issue of all-zero or 

all-one partial products in the least significant columns. Error compensation methods have recently 

been developed to increase the accuracy of Booth multipliers with fixed widths. The error 

compensation circuit in [6] makes use of the Booth encoder outputs, whereas the error 

compensation circuit in uses a reduced sorting network. An adaptive conditional-probability 

estimator was devised to adjust for the quantization error of a fixed-width Booth multiplier. The 

accuracy of truncated Booth multipliers can be improved with error compensation circuits[7]. 

Additional hardware is required to provide additional compensatory circuits, however 

approximation computation can lessen this burden. 

Low-power, high-speed, low-complexity devices could benefit from accurate computing. Image and 

video processing, for example, can be tailored to match the demands of the user by adjusting output 

precision. Squarers that use algorithm simplification and fixed-width computation to reduce power 

consumption and delay while sacrificing approximation accuracy have been proposed in 

literature[8]. An alternative technique to approximation computing is to employ blocks of 

approximate arithmetic to build up partial product values. Many different approximate adders, 

compressors, and multipliers have been studied using this method in recent years. 

 

2. LITRATURE SURVEY 

Members of the study team led by Tao Luo. In order to deal with this challenge, we've built an in-

memory Booth multiplier based on racetrack memory. Proposed multiplier uses a racetrack 

memory-based adder that saves 56.3 percent more energy than the most contemporary magnetic 

adder. When utilised in conjunction with the storage component, Proposed multiplier demonstrates 

outstanding power, area, and scalability efficiency[9]. 
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In charge: Honglan Jiang The Booth multiplier has been widely utilised for high-performance 

signed multiplication because it lowers the amount of partial products by encrypting them. When 

multiplied by the multiplicand in odd multiples, the radix-8 Booth multiplier is slow, but the radix-4 

multiplier is fast. An approximation design is used in this inquiry. Adding 1 and 2 together in 

binary requires a 2-bit approximation adder, which was built particularly for this purpose. Small, 

power-efficient, and with a small critical route delay are all requirements for this adder. In order to 

generate the triple multiplicand without the carry propagation of the 2-bit adder, it is then utilised to 

construct a less significant component for a recoding adder. Approximation of radix-8 Booth 

multipliers with and without truncation of many less significant bits have been designed to attain an 

appropriate compromise between accuracy and power usage. The multiplier with 15-bit truncation 

surpasses previous approximation Booth multipliers and the precise Booth multiplier in terms of 

hardware and accuracy. For low-pass FIR filters, the approximate multipliers outperform other 

approximate Booth multipliers in this application. 

J.P. Wang's team of scientists This research presents the design of high-accuracy fixed-width 

modified Booth multipliers. To reduce truncation errors in Booth multiplication, the partial product 

matrix must be somewhat adjusted, then an effective error compensation function must be 

developed, resulting in minimal mean and mean-square errors for a fixed-width modified Booth 

multiplier, which has a fixed width. This simplified sorting network also acts as the foundation for a 

compensation circuit. The average peak signal-to-noise ratio of output images may be enhanced by 

at least 2.0 dB and 1.1 percent utilizing data from two real-world applications using fixed-width 

multipliers. 

It is the ability of a system to perform properly despite the presence of flaws. A more dependable 

grid would be more fault tolerant if it were put into practise (Selic 2004). If the system's correct 

behaviour is known, the concept of fail-tolerance can be explained. When a system's expected 

behaviour is different from its actual behaviour, it is considered a failure. A weakness or flaw in the 

system that led to the failure is referred to as an error. Defects are the core cause of failures, while 

errors are only symptoms or indicators of a problem. One error can lead to several failures, and one 

problem can lead to multiple failures (Selic 2004). 

For proactive fault tolerance techniques, a range of defect-related future knowledge kinds are 

needed (Haider and Ansari 2012). Most fault tolerance research focuses on post-active methods 

rather than proactive ones (Garg and Singh 2011; Haider and Ansari 2012). Post-active fault 

tolerant is an alternate strategy that doesn't react until a problem is recognized. In the case of 

reactive or postactive techniques, only problems that have been acknowledged can be accepted 

(Haider et al. 2007). In the event of a network outage and a grid node's incapacity to reply, a retry 
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or replication could be implemented (Haider et al. 2011). In the event of a malfunction, such as a 

network outage or other issue, a retry or replication approach is implemented. 

According to Razaidi Hussin and colleagues, an efficient multiplication unit can be created. This 

multiplier architecture employs the Radix 4 Booth multiplier. For a partial product, Wen-Modified 

Chang's Booth Encoder (MBE) is the most efficient approach. However, when this MBE is 

implemented using the SSE technique, the multiplication output is erroneous. Latencies in 4:2 

compressor circuits are minimised in the second chapter. Due to a new 4:2 compressor, the Carry 

signal's delay has been considerably lowered. This was accomplished by modifying the Boolean 

equation for the Carry signal. This building's design was helped along by Quartus II. The delay and 

size of the circuit were calculated using the Gajski rule. This new multiplier has a slightly higher 

number of transistors. In part, this is because the new MBE makes greater use of transistors. This 

efficiency multiplier, on the other hand, has a respectable processing speed. Comparing the model 

to other systems, a 2–7 percent reduction in latency is possible. 

Chung-Yi Li and the rest of her team have been hard at work on this. A probabilistic estimation bias 

(PEB) circuit for a Booth multiplier with a fixed width of two's complement is proposed in this 

paper. The suggested PEB circuit is derived using theoretical computing rather than exhaustive 

simulations and heuristic compensatory techniques, which are prone to curve-fitting mistakes and 

exponentially growing simulation time. As a result, when compared to past studies, the 

recommended PEB circuit is smaller in size and has a lower truncation error. The PEB Booth 

multiplier boosts the peak signal-to-noise ratio by 17 dB when applied in an 8 8 2-D discrete cosine 

transform (DCT) core compared to the direct-truncated approach. 

Hsin-Lei, Lin, and other researchers This research introduces a unique radix-4 Booth multiplier. A 

typical Booth multiplier is made up of a Booth encoder, a partial product summation tree, and a can 

propagate adder. Various techniques are applied to efficiently boost the area and circuit speed. The 

proposed MFAr compresses a novel modified Booth encoded decoder's summation column. The 

proposed design is simulated using Synopsys and Apollo. It decreases the size by 20 percent , 

reduces power consumption by 17 percent and 24 percent , and shortens key path delay time by 15 

percent . 

Justin Hensley's coworkers include The following contributions have been made by this paper. As 

part of a new counter flow structure, data bits move in one manner, with Booth commands 

piggybacking on acknowledgements. The arithmetic and shifting units have been integrated to 

increase performance, efficiency, and speed even further. Third, design simultaneously conducts 

numerous rounds of the Booth method in the background. Finally, due to the modular structure of 
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the design, it may be scaled to any operand width without requiring gate resizing or additional cycle 

time. 

High availability and dependability demand fault-tolerant grid architecture (Qureshi et al. 

2011).  Avizienis et al. (2004)'s taxonomy was recently changed to include additional qualities 

collected from the scientific literature. "Fault detection, prevention, avoidance, forecasting and 

recovery, treatment, isolation/localization, removal, and fault diagnosis are all variables that 

contribute to grid dependability challenges." Variables include fault injection, fault discovery, and 

fault testing. Errors, failures, and defects, as well as their subtypes, endanger reliability. A reliable 

grid system's design goals include availability, QOS (quality of service), reliability, consistency, 

maintainability, correctness, flexibility, adaptability, and security. Grid fault tolerance is important 

to guarantee dependability, availability, and quality of service (QOS) (Malik et al. 2012). 

 

3. RELATED WORK 

Extracting the most important terms from the precise squaring equation, the precomputed sums are 

used to build Boolean equations in the recommended approximation squarers (PCS). Systematic 

methods are then employed in order to enhance the output accuracy. It is necessary to use the 

quadratic formula (x + y)2 in order to square the input operand, which is divided into two equal 

pieces (x and y). The LSB bits of the input operand are not taken into account by this squarer 

approximation (y2). 

Flattening techniques can be used to approximate squares. N LSBs of the output are truncated or N 

LSBs of partial products corresponding to the output are truncated in fixed-width squarers. The 

truncation part (TP) can be divided into minor (TPmi) and major (TPm) subparts using dynamic 

error compensation methods, which reduce truncation error (TPmj)[10]. 

In contrast to the TPmj component, which generates partial products, the TPmi component adds a 

continuous bias to the squared output. It is anticipated that the left-to-right leading digit high-radix 

dual recoding produces a squarer. After a few guard bits are taken into account for the fixed-width 

squarer, input operands encoded from the upper left corner to the lower right corner, with the LSB 

columns being ignored. By adopting an upgraded error compensation unit, an array-based 

approximate squarer compensates for truncation errors in partial product matrix truncation, 

according to ([14]. (ECU). To approximate the inner product of a vector and itself, the Squarer 

Accumulator with Self Healing (SquASH) was created. This approximation squarer accumulator 

(SAC) uses the accumulation of two errors +, resulting in minimum errors at the SAC output as 

some of these errors are eliminated. 
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This technique can be used to speed up the accumulation of partial products, but it increases the 

encoder's complexity. To simplify Booth multiplication, approximate radix-4 and radix-8 Booth 

multipliers have been devised. The redundant binary (RB) format for representing partial product 

rows can be used to quickly multiply values. The approximate radix-4 RB multiplier generates 

about RB partial products and accumulates them using about RB 4-2 compressors, like other 

proposed multipliers. For sequential approximation multiplications, an approximate multiplier with 

low error bias has been proposed to prevent errors from stacking up. Logarithmic multiplier with 

unique error reduction mechanism based on linear approximation is the basis of this multiplier. This 

is an approximation of a Multiplier Accumulator with Internal Self Healing (MACISH). This 

MAC's two 2 size multiplier subblocks had nearly zero average multiplier error because some 

mistakes cancelled each other out. 

 

3.1 BOOTH MULTIPLIER  

Positive and negative numbers are treated equally in this form of signed number multiplication. The 

multiplicand to be added to the partial product is multiplied by each multiplier bit in a standard 

addshift operation. A big multiplier necessitates the addition of numerous multiplicands. This 

scenario demands a longer multiplier delay because of the quantity of adds. Performance can be 

improved by reducing the amount of additions. Multiplication circuits can be reduced in size and 

speed via Booth multiplication. For performance, "short multiplication" is superior to the more 

traditional "long multiplication" method[11]. 

 

3.2 MODIFIED BOOTH MULTIPLIER 

In the last few years, a wave of new Multiplier Architectures have appeared. The multiplier is one 

of the most critical hardware components in digital signal processors (DSPs) and microprocessors. 

For this reason, the number of multiplication operations is so large that the system's procedures will 

take longer. It's been a recent trend to build new multiplier architectures with the goal of 

minimising operational speed, size, and power consumption to the absolute minimal necessities. 

Digital signal processors' filtering and spectrum analysis performance can be enhanced by well-

performing multipliers. The multiplier is divided into two halves, as previously mentioned. The 

Booth encoder and the Partial Product Generator initially generate the Partial Products (PPG). 

Blending the first stage's components into the second stage results in the final product. To lower the 

propagation latency of the carry signal, compressors might be employed instead of adders. You may 

build circuits like Carry Propagation adders and Carry Save adders simply by watching adders. A 

Multiplier and a Multiplicand are required for multiplication. Standard Binary Multipliers use the 
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bits of the Multiplier and the bits of the Multiplicand to construct the Partial Products. And gates 

are used to generate partial products in standard binary multipliers. Additions of zeros to the 

previous partial product result in a row of zeros when the multiplier bit is 0. The multiplicand is 

shifted to the left and added to the partial products that came before it when the multiplier bit is set 

to one. 

 

Fig.: Modified Booth Multiplier Architecture 

 

4. DESIGN AND ANALYSIS 

APPROXIMATE RADIX-4 BOOTH MULTIPLIERS  

For the development of partial products, the compressors and quick adders of a Booth multiplier are 

utilised. The rapid adder is used to produce the final product. We'll take a look at the radix4 Booth 

encoding's preliminary layout in this part. An enhanced Booth encoding method is proposed in this 

section that takes error characteristics into consideration. Approximation of normal partial product 

arrays saves a reduction step in the process. Booth multipliers are created by combining an 

approximate Booth encoder with a partial product array[12]. 

 

REVIEW OF RADIX-4 BOOTH MULTIPLICATION  

MBE and radix-4 Booth encodings were proposed to increase the performance of two-complement 

binary number multiplication. The absence of a booth multiplier means no partial product rows. To 

multiply a multiplicand A by a multiplier B, we can use the two-s complement approach, which 

goes like this: 

 

Decoding each subgroup using a Booth encoder is possible using partial products -2A,-A,0A, and 

2A. Add a '1' (designated as Neg) to the lower-left bit of A to conduct the negation operation. 
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An encoder and decoder schematic for Booth's radix-4 encoder are supplied. Sample output from 

the Booth encoder, as shown in the following: 

 

ALGORITHM 1 

 

 

APPROXIMATE BOOTH ENCODING 

The design of a high-performance multiplier necessitates booth encoding. PPs are generated faster 

thanks to a reduction in both the number of rows and the number of PPs. The correctness of Booth 

encoded data can be determined using the following method: 

 

Two approximate Booth encoder designs, ABE-1 and ABE-2, have been presented here. Figure 

depicts the gate-level circuitry of these Booth encodings. The Booth approximation functions for 

ABE-1 and ABE-2 are Eqs. 
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Figure: Gate level circuit of: (a) ABE-1, and (b) ABE-2 [9]. 

 

APPROXIMATE REGULAR PP ARRAY 

Additional rows are added to the Booth encoded PP array with the addition of N/2+1. In Neg's final 

line, the compensation bit is shown with an indicator. In order to make the array PP, the 

compensating bit is removed from it. It is shown in Figure that the usual 8*8 modified Booth 

encoding (MBE) PP array has been adjusted, where represents the ppij term, indicates the sign 

extension term, denotes the Neg term, and is the Neg term eliminated. When the estimated PP array 

is normalised, a compensation bit is lost at the end of it. This results in fewer rows in the array and 

a shorter PP accumulation delay. 

 

Figure: A conventional 8*8 MBE PP array 
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Figure: Gate level circuit of an inexact compressor. 

 

APPROXIMATE COMPRESSOR 

The approximation compressor does not include Cin and Cout in its two parameters. There are no 

input or output parameters that are ignored in approximation compressor, unlike in 4-2 

compressor's. In order to get a good approximation, both Sum' and Carry can be employed. Four-

input approximation compressor is depicted in Figure (P4, P3, P2, and P1). A 4-2 compressor can 

be approximated using the following logical equations: 

 

ERROR METRICS 

The complete Booth multiplier's error characteristics must be assessed. For example, the error 

distance (ED) is a metric that can be used to assess error in approximate adders and multipliers, as 

well as its normalisation (MED). 

 

Value (A), approximation (A'), number of alternative product outcomes n, and maximum error 

value are all included (MAX output). 

 

PROBABILISTIC ERROR MODEL OF ABMS 

Approximation Booth multipliers can be approximated using this error model (ABMs). Several sub-

models are used to describe different stages of multiplication in the error model. Sub-error models 
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are constructed using the multiplier circuit's construction. Figure 1 illustrates the relationship 

between the circuit structure and the error model. Exact Booth encoding error, regular product array 

error, and 4-2 compressor mistake make form the complete ABMs EABM. " (i.e., EACM). 

 

Figure: The probability error model based on the circuit. 

 

APPROXIMATE BOOTH ENCODING ERROR MODEL 

When a '1' is replaced for one of the '0's in the truth table, the ABEs signal an error. Both positive 

and negative errors can be made by ABEs. For example, T10=1 if the value "1" is replaced by "0," 

while T01=1 if it's replaced with "0," While employing ABE-1's approximation encoding, the 

mistake is taken into account when calculating the precise PP, so 

 

Another approximation used to encode the probabilistic error model is the ABE-2 approximation. 

 

The estimated result is higher than the exact counterpart when utilising the ABE's K-map when 

zeros are replaced with ones. To put it another way, there is a negative disparity between the actual 

and predicted results. While a "1" becomes a "0," the predicted outcome lowers and the disparity 

between the two grows. When using an approximation encoding method, each introduces the same 

amount of error. 
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Table: ED and MED of Approximate Booth Encoding 

 

Table: Q and EABE of Approximate Encoding 

 

Table: Error of PP Array 

 

Using the proposed probabilistic error model, the Booth encoder errors are depicted. ED in the 

approximation Booth encoding represents the truth table's modified value. ABE-1's K-map has 

undergone a T10 alteration, resulting in a modified value of 4, which is an improvement. To the K-

map of the ABE-2, T10 or T01 will be applied. Because T10 has a positive value of 2 and T01 has a 

negative value of 6, we get a result of -4. On the other hand, the ED's absolute value is 4. 

There are approximately 10 T10s and 1 T1s, as shown in Table 2, with Q01 signifying the number 

of T10 and Q10 denoting their total number. To help with the error model, this parameter has been 

included. Between Q01 and Q10, the prefix "Q" serves as a unifying factor. Using the symbol Q, 

we represent the product of Equations Q01 and Q10. 

The extra parameter Q, introduced into the NMED at EABE, represents the Booth encoding error. 

 

 

PROBABILISTIC ERROR MODEL OF ABMS 

Only ABM1 and ABM2 employ a traditional partial product array with an approximate Booth 

encoding. The name "single design" says it all. When N is multiplied by an ABM, the amount of 

inaccuracy increases in a logarithmic pattern. Log2 N-1 is used to compute the exponent error. To 

depict the PP array error of approximate Booth multipliers and approximate Booth encoders, the 

EABMS incorporates all of the many sub-error models into a single model of design errors. 

Approximations of Four Booth Multiplier Design Concepts If an object has been used before, () 

denotes it, while () denotes it as unused. 
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In this scenario, ki equals pi/pi1. With a radix-4 Booth encoding unit count of pi, an approximate 

multiplier design uses a pi/pi1 = 1.5 approximation factor. 

Composite designs like ABM3 and ABM4 require around four to two compressors compared to one 

design (EABMS). In addition to EABMC, the composite design error model is offered by the 

 

 

5. RESULTS 

For various values of p, we explore the disparity between the error model and simulation results for 

the four approximation Booth encoded multipliers. All Verilog HDL simulation results are 

validated at the gate level by Synopsys VCS. For each of the four approximation multipliers, the 

model analysis needs to calculate the error. 

There are four 8-bit ABM models included in the NMED results table. There are four to fourteen 

possible values for the variable p. As p increases, the error values climb rapidly, practically 

exponentially. As a result, the one design (ABM1, ABM2) has less error than a composite design 

(ABM1, ABM2) since it only employs the approximate Booth encoding module and the 

approximate partial product array module (ABM3, ABM4). 

(a and b) illustrate the NMED (analytical and simulation values) vs. p for 8-bit ABMs called 

EABMS and EABMC in Figures (a and b) (b). Using the ABM1 model, the most accurate forecast 

was made, with the analytical results closely matching the simulation's. Analytical  

mistakes are usually fewer than the simulated values in most circumstances. 
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Analytical and simulated findings for the 8-Bit ABM NMED error model are shown in the 

following table (The order of magnitude is 102, and p ranges from 4 to 14). 

Multiplier P 4 6 8 10 12 14 

ABM1 
Simulated 0.082 0.137 0.427 1.269 3.369 7.022 

Analytic 0.08398 0.12598 0.37794 1.13382 3.40146 6.80292 

ABM2 
Simulated 0.076 0.104 0.409 1.4 4.089 10.138 

Analytic 0.06445 0.09668 0.29004 0.87012 2.61036 7.83108 

ABM3 
Simulated 0.082 0.137 0.607 2.447 9.827 20.871 

Analytic 0.11145 0.16715 0.50145 2.00581 8.02324 24.0697 

ABM4 
Simulated 0.076 0.162 0.598 2.377 9.778 17.24 

Analytic 0.09193 0.13789 0.41369 1.65474 8.2737 15.5474 

 

 

 

In this figure, the NMED values for ABM are shown, both measured and simulated. There are two 

8-bit ABMs available: EABMS and EABMC., 
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6. CONCLUSION 

This study focuses on the design of approximate radix-4 Booth multipliers. The PDP may be 

lowered by up to 59 percent using two approximation Booth encoders that included wrong terms in 

the truth table. Analytical frameworks for the ABMs' error model were developed by taking into 

account all aspects of the multiplier structure. Circuitry has been devised to have the intended 

multiplier circuit structure in every approximate unit, such as the approximate Booth encoding and 

PP array and compression. This procedure was used to calculate a critical error metric (i.e., 

NMED). ABMs can also be evaluated fast and accurately using this analytical technique. On 8-bit 

systems, the best results are obtained using the ABM1 probabilistic error model. 
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